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Optimizing tasks deployment
• spread unrelated task
ü task1 doesn’t talk with task2

• pack related task
Task1 talks with task5; Task2 talks with task6;
Task3 talks with task7; Task4 talks with task8



current approach

• added cluster sched_domain
-> Load Balance will help spread tasks

• changed WAKE_AFFINE
 -> if waker and wakee are in the same LLC(NUMA), scan cluster instead of LLC

RFC v6: https://lore.kernel.org/lkml/20210420001844.9116-1-song.bao.hua@hisilicon.com/

->  wake_wide(), select_idle_sibling() will move to use
cluster while cluster==true 



Spread unrelated tasks(demo)
 numactl -N 0 /usr/lib/lmbench/bin/stream -P 12 -M 1024M -N 5



Pack related task(demo)
numactl -N 0 hackbench -p -T -l 1000000000 -f 1 -g 6 (12 threads, 6 sender-receiver couples)


